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Supervised Fine-tuning

Step 1
Collect demonstration data,
and train a supervised policy.

Raw text Demonstrations
(low quality, high quantity) (high quality, low quantity)
Apromptis
sampled from our e :
prompt dataset. anGng 10 8 6 year old Prompt: .
Pre-training Supervised fine-tuning Should | add chorizo
\J to my paella?
A labeler
demonstrates the @ Feedback (completion):
desired output . Absolutely! Chorizo is a
behavior. (,,_,:w,,,,, popular ingredient in many
16 the mocn paella recipes
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